Eurographics Symposium on Rendering (2025)
B. Wang and A. Wilkie (Editors)

Less can be more: A footprint-driven heuristic to skip wasted
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Figure 1: Equal-time (5s) renderings of two scenes that benefit from bidirectional rendering — though not for every lighting effect.
VCM [GKDS12] (aka UPS [HPJ12]) wastes time doing merges and connections everywhere. EAMIS [GYGS22] uses statistics to disable
those operations in some pixels, but this is coarse, suffers from noise, and the initial overhead hampers short renderings like the ones shown
here. We propose a simple, footprint-based heuristic that can effectively skip wasteful computations, without introducing overhead.

Abstract

Bidirectional rendering algorithms can robustly render a wide range of scenes and light transport effects. Their robustness
stems from the fact that they combine a huge number of sampling techniques: Paths traced from the camera are combined with
paths traced from the lights by connecting or merging their vertices in all possible combinations. The flip side of this robustness
is that efficiency suffers because most of these connections and merges are not useful — their samples will have a weight close
to zero. Skipping these wasted computations is hence desirable. Prior work has attempted this via manual parameter tuning,
by classifying materials as “specular”, “glossy”, or “diffuse”, or via costly data-driven adaptation. We, instead, propose a
simple footprint-driven heuristic to selectively enable only the most impactful bidirectional techniques. Our heuristic is based
only on readily available PDF values, does not require manual tuning, supports arbitrarily complex material systems, and does
not require precomputation.

CCS Concepts
e Computing methodologies — Ray tracing; Rendering;

1. Introduction caustics. The secret to their success lies in the vast set of sam-
pling techniques they employ: Paths traced from the light and paths

Bidirectional rendering algorithms [VG95a; GKDS12; HPJ12] are traced from the camera are combined in every possible way, using

exceptionally good at rendering complex indirect illumination or
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shadow-ray connections or nearest-neighbor merges (aka photon
mapping).

Thanks to this vast set of sampling techniques, bidirectional al-
gorithms can render a wide range of scenes robustly, that is, with
reasonable performance. However, only a small subset of the sam-
ples generated will actually contribute significantly to the rendered
image. Consequently, a significant amount of compute resources is
wasted generating irrelevant samples.

In this paper, we propose a heuristic to skip connection and
merging when they are likely to be wasteful. Our heuristic is based
on the observation that merging and connecting after a low-density
scattering event (e.g., a diffuse or rough BSDF) is rarely useful. We
want to exploit this knowledge during rendering, but without im-
posing constraints on the material system like prior methods that
classify materials as “glossy” [Jen96]. We also want to avoid data-
driven solutions that require additional memory, a training phase,
and struggle with noisy samples [MRYS24; GYGS22]. Thus, we
compute the sampling footprint at each vertex along a camera path.
Once this footprint drops below a threshold — defined via a scene-
agnostic hyperparameter — all connections and merges are disabled.
The quality of our heuristic can be further improved via data-driven
adaptation, if desired, but doing so is not required.

We apply our heuristic to the vertex connection and merging
(VCM) algorithm [GKDS12; HPJ12]. Normally, this algorithm
would perform merging and connections at every camera path ver-
tex. By skipping most of these, we can achieve huge equal-time
performance improvements, as exemplified in Figure 1.

2. Background and related work

Monte Carlo rendering computes images by sampling n random
paths x to form a Monte Carlo estimate

(F) = fx’ ~/ flx )

where F is the integral of a function f(x) we want to compute —
the rendering equation [Vea97; Kaj86] in our case — and p(x) is the
probability density function (PDF) of the samples x;.

The error of such an estimator is given by the variance

V() =E [(F)] - F". )

As different estimators usually have different cost C, we use the
inefficiency C - V[(F)], i.e., the product of variance and cost, to
quantify estimator performance.

2.1. Multiple importance sampling

The efficiency of a Monte Carlo estimator hinges on the PDF p(x).
If the PDF closely matches the integrand f(x), the variance will be
low. Sadly, it is virtually impossible to find a single PDF that satis-
fies this goal for the light transport equation: its high-dimensional
nature and many discontinuities prevent that. A common solution,
therefore, is to combine multiple techniques ¢ € T with PDF p;(x)
in the hope that at least one will work well. This is known as mul-
tiple importance sampling (MIS) [VG95b] and has the following

estimator:

(Fvs) = Zzwt £ Slod) 3)

ey mpu ()

For each technique ¢ we generate n; samples x; ; ~ p;. To com-
bine the techniques we weight the samples with a weighting func-
tion wr(x). A common choice is the balance heuristic,

1 p(x) )

wi(x) = Yier mpi(x)

The balance heuristic is popular because it is easy to compute
and provides worst-case bounds on the variance. However, it is not
optimal [KVG*19; HGS23] and especially prone to fail for bidirec-
tional algorithms due to sample correlation [GGSK19; GGS21]. To
address these shortcomings, prior work has suggested to extend the
weights with correction factors ¢ (x):

¢t (X)nepr (x)
Yrer e (X)npi(x) ©)

to take the variance [GGSK19], correlation [GGS21; JG18] or other
factors into account.

Wt ()C) =

Aside from the choice of weighting function, good use of MIS
requires a well-chosen set of techniques. Ideally, techniques should
be chosen such that each one samples a different part of the domain
well [KSV*19]. In the context of bidirectional rendering, this idea
has, e.g., been applied to limit photon mapping to caustic effects
[GPSK18]. Such adaptations of sampling densities are orthogonal
to our disabling of unnecessary techniques.

More closely related to our methodology are methods that adapt
the sample invested in each technique. Some researchers suggested
domain-specific heuristics to control sample counts [PBPP10], but
most work was done on using statistics to adapt sample counts on
the fly, e.g., via gradient descent [LPG13; SHS19; Miil19], direct
search [GYGS22], or fixed-point schemes [MRYS24]. Such adap-
tation can dramatically improve rendering performance. However,
it requires a training phase — during which sampling will be sub-
optimal — requires careful filtering to combat noise, and introduces
overhead. Our heuristic avoids overhead and noise-related issues
by relying solely on PDF values.

The goal of MIS is to assign low weight to poor-quality samples.
Our goal is to avoid generating such poor samples.

2.2. Bidirectional methods

Bidirectional rendering algorithms trace prefix paths y from the
camera and combine them with suffix paths z traced from the light
sources, as shown in Figure 2.

Each of the various ways to achieve such a combination forms
one sampling technique; MIS is used to combine these techniques.
Many such bidirectional algorithms exist, each using a different
set of combination techniques. Bidirectional path tracing [LW93;
VG95a] traces a pair of one camera and one light path and con-
nects all their vertices via shadow rays. Vertex caching [DKHS14b;
PRDD15; SLW22; NID20] methods adapt this idea to instead cache
a set of light path vertices. Then, each camera vertex is connected

© 2025 The Author(s).
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l m Camera path y

Light path z_|

Figure 2: Bidirectional algorithms trace paths y from the camera
and paths Z from the lights. Each vertex y; of the camera path is
connected, e.g., to all vertices of one light path, and merged with
all nearby vertices of all light paths.

to some number ¢ of stochastically chosen light vertices. Virtual
point light methods [Kel97] apply the same caching idea but only
connect the first camera vertex that is not on a specular or glossy
surface. However, for non-trivial material systems, it is not an easy
task to determine if a material is sufficiently glossy or not.

Photon mapping [Jen96; HOJO8; HJJ10] also generates a cache
of light path vertices. But instead of connecting these with camera
paths, they are merged. That is, at a camera path vertex, a near-
est neighbor search is performed (usually with either a maximum
radius, a maximum number of neighbors, or both) and the nearby
light path vertices are merged with the camera path vertex. Merging
effectively pretends that the two vertices are one and the same and
thus also forms a full path between the camera and a light source.
Early photon mapping methods also employ material classification
to determine at which camera vertex to perform merging [Jen96].
Later work on photon mapping has improved its capability to han-
dle glossy surfaces by performing merging at multiple camera path
vertices, not just the first diffuse one: The VCM/UPS algorithm
[GKDS12; HJ11] performs merging at every vertex along the cam-
era path, using MIS (with suitably extended weights) to combine
them all — just like connections in bidirectional path tracing. Our
work builds on VCM/UPS.

It is well known that bidirectional methods can waste significant
computation time. Prior work has tackled this, e.g., by caching vis-
ibility information to skip shadow ray evaluations [GEE20], or by
using sampling statistics from a unidirectional path tracer to enable
bidirectional sampling only when needed [GYGS22].

Most closely related to our idea is the use of material classifica-
tion (into “diffuse”, “glossy”, and “specular’’) and light path expres-
sions [Hec90]. Such classification can be used, e.g., to only perform
photon mapping on the first sufficiently diffuse surface and only
with photons that underwent specular / glossy scattering [Jen96].
However, complex shading systems do not afford an obvious way
to classify a material as sufficiently glossy. The lightweight photon
mapping algorithm [GPSK18] uses the MIS weights of samples in
lieu of material classification. But this only governs where pho-
tons are stored. We tackle an orthogonal problem and use sampling
footprints to decide where to query for nearby photons or connect
to light vertices.

© 2025 The Author(s).
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3. Our method

Our intention is to disable wasteful connection and merging opera-
tions, while performing useful ones. To that end, we use sampling
footprints as a crude variance approximation. With those, we then
skip merges and connections that likely have a higher variance than
other techniques for the same path.

We write the variance of a pixel as the sum of the variance Vg due
to camera prefix y and variance Vz due to the light suffix z [BM97;
GGS21]:

VIF®) =V [’;gf] LEWVIF). ©)
Ve Vi

where Fz(y) = [ f(yz) dz is our integral marginalized over the suf-
fix paths.

Based on our intuition we assume merges and connections are
likely not useful whenever the prefix y already causes significant
variance. To approximate the prefix variance, we inspect its density
p(¥). We assume that a low-density prefix causes high variance
while a high-density prefix causes low variance. That is, we effec-
tively assume that F;(¥) is a high-frequency signal.

3.1. Footprint as a variance approximation

Our heuristic is based on the footprint approximation used by the
correlation-aware MIS weights [GGS21]. At a camera path vertex
¥i, we approximate the probability that another vertex y’, also sam-
pled from the previous vertex y;_1, falls within a disc of radius r
around y; as

P(y; € Dr(y)) =~ p(yilyi1)- @

The radius of this disc is set based on the camera footprint at the
first hit. Assuming a spherical camera with a 360 degrees FOV, this
radius is [GGS21]

r=|ly1 — yol|tan(y), (®)
where |ly; — yol| is the distance between the camera and the pri-

mary hit, and the opening angle y becomes a hyperparameter.

Our heuristic disables merges and connections at vertex y; — and
all subsequent ones — if P(y; € Dr(y;)) < 1. To achieve the desired
behavior, we need to pick a suitable hyperparameter value y. We
start by simply setting Y= 1° and introducing a scaling factor Sy:

0 p(yilyi—1) = 1S lly1 —yol* tan® (1%)p(yilyi1) (9
So our final heuristic becomes
1

p(yilyi-1) < , (10)
o S#mtan?(1°)[|y; —yol[?
which we round to read
1000
pyilyi-1) < g3 (11)
o S7lly1 — o2

We found S, = 2 to perform well across all our scenes. Figure 3
shows how this parameter affects equal-time rendering quality and
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Figure 3: Equal-time renderings with different values for our hy-
perparameter Sy. We found Sy = 2 to perform best on average
across all our scenes. A too low value (e.g., 1) disables merge/-
connect too aggressively on glossy surfaces (see top row of crops
for BOOKSHELF or bottom row for ROUGHGLASSESINDIRECT),
while a too high value (e.g., 4) does not disable as many wasted
operations as it could.
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Figure 4: (1) We compute the sampling footprint of each vertex
from the reciprocal of its (surface area) PDF. (2) At each vertex
along a camera prefix Y our heuristic compares this footprint to
the footprint of yy (scaled by a hyperparameter). Merges and con-
nections are only performed until the first vertex that exceeds this
threshold. Here, they are disabled at — and after — y3.
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TraceCameraPath (Ray ray) :
bool enableMergeConnect = true;
float threshold, lastSolidPdf;
for (int i = 0; i < maxDepth; ++i):
Hit hit = scene.Intersect (ray);
if (1 == 0):
threshold =
else:
float lastAreaPdf =
if (lastAreaPdf < threshold):
enableMergeConnect = false;
PerformNextEvent (...);
HandleDirectLightHit (...);
if (enableMergeConnect) :
PerformMerging(...);
PerformConnections(...);
lastSolidPdf = SampleDirection(...);

1000/ (52 * d%); // Eq. (11)

lastSolidPdf * cos/d?;
// Eq. (11)

ray,

Figure 5: Pseudo-code showing how our heuristic is integrated
into a typical bidirectional implementation. Not included are the
necessary analog computations for the MIS weights.

sample count. If S, is too low, then performance on rough sur-
faces suffers (see the ROUGHGLASSESINDIRECT scene) because
our heuristic becomes too aggressive. If the value is too high, per-
formance benefits diminish as we start to allow too many unneces-
sary operations.

Another footprint approximation is discussed in Appendix A
with similar results. However, we stick to our approximation as it is
easier to compute and works well with the correlation-aware MIS
weights used in the evaluation.

3.2. Our method

The full process of our method is illustrated in Figure 4 (2), and the
pseudo-code in Figure 5 sketches how it is integrated into a VCM
implementation.

At the first hit after the camera, all techniques are always en-
abled. At each subsequent hit, we evaluate our heuristic based on
the surface area PDF of sampling this hit point from the previous
one. If merges and connections are disabled at a vertex, this deci-
sion remains in place for all subsequent camera path vertices: If the
variance is high at any point along the path, then further continuing
this path will only increase variance further.

3.3. Multiple Importance Sampling

For our method to be unbiased the following three conditions on
the MIS weights must be satisfied [Vea97]:

(1) Vx: f(x) #0=3r: p:(x) #0.
For all paths x with a non-zero contribution there exists at least
one technique ¢ capable of constructing a valid path.

(2) Vx,t: pi(x) =0=wi(x)=0.
For all techniques ¢ unable to generate the corresponding path
x, the associated weight must be zero.

© 2025 The Author(s).
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(3) Vx: f(x) #0=Y,erwi(x)=1.
For all paths x with a non-zero contribution the MIS weights
sum to one.

Condition (3) is guaranteed by the balance heuristic, provided
we compute its terms consistently. So we only need to worry about
the other two conditions.

By construction, if there is any non-specular surface along a
path, our heuristic will perform at least one merge / connect opera-
tion on the first such surface (since the footprint of specular events
is zero). Additionally, we always perform unidirectional path trac-
ing with next event estimation. Hence, condition (1) is satisfied.

For condition (2), we include our heuristic in the MIS weights:

, {h(y)nzpt(X) ifreTy,

MmN ® it Ty 12

That is, for all techniques ¢ € Ty that are affected by our heuristic,
we compute the binary value A(y) of our heuristic and multiply it
on the effective density in the balance heuristic. At the first hit after
the camera the heuristic is 4; = 1. At later vertices, the value is the
product of all previous binary decisions and the current one (see
Equation (11)),

hi = hi—1 (13)

: v 1000
) {07 if p(yilyi-1) < Zyi—yolP
Note that, from a practical perspective, this product can be easily
computed incrementally while constructing paths and supports ef-
ficient MIS weight computation [Geo12].

3.4. Optional data-driven adaptation

The most challenging setup for our heuristic is multi-bounce paths
via moderately glossy surfaces. An example is the ROUGHGLASS-
ESINDIRECT scene in Figure 3. There, the rightmost glass (rough-
ness 0.6) would benefit from additional merge operations at later
bounces.

This inaccuracy only causes a moderate uptick in noise, and per-
formance is still significantly above that of a unidirectional path
tracer. Nevertheless, one might desire consistent improvements
over the VCM baseline. We found that a simple pixel-variance es-
timation can be used to achieve this consistency by adaptively us-
ing our heuristic. For that, we estimate the inefficiency with and
without our heuristic and, on a per-pixel basis, switch to the more
efficient scheme.

The process is illustrated in Figure 6. We render the first iteration
without our heuristic. During that iteration, we render an additional
image: for every sample, we compute the hypothetical MIS weights
of this sample if our heuristic was used. So, we effectively render
an image with and one without our heuristic from a single pool of
samples. The pixel variances of these images — with some gener-
ous filtering (box filter with radius 8) — provide us with variance
estimates of the two options.

For the cost, we count the number of merge / connection opera-
tions that have been performed and how many of those our heuristic
would have skipped. This is also done on a per-pixel basis.

© 2025 The Author(s).
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Figure 6: The computations done by our optional adaptation
scheme in the first iteration. We compute two versions of MIS
weights to obtain an image with and without our heuristic (left).
The pixel variances of these are paired with cost statistics (center)

to produce a per-pixel mask (right) of where our heuristic should
be used.

Variance

w/ Heuristic

Reference
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Figure 7: Equal-sample comparison (8 spp) showing that some-
times our heuristic outperforms the VCM baseline even in equal-
sample. This arises from correlation-induced MIS weighting issues
that we effectively correct more aggressively than the correlation-
aware MIS weights [GPSK18].

With these quantities, we can then compute a per-pixel decision
mask of where our heuristic should be used, simply by comparing
the products of the (filtered) variance and cost estimates.

4. Evaluation

We integrated our heuristic into a VCM [GKDS12; HJ11] imple-
mentation with vertex caches [DKHS14a] and correlation-aware
MIS [GGS21] in a CPU renderer. At the primary hit point, light
tracing is performed instead of merging, to reduce bias. Source
code will be provided on GitHub [Yaz25]. All timings are from
an AMD Ryzen™ 9 3950X CPU. If not noted otherwise, results
are from 30 second equal-time benchmarks.

Our main error metric is the relative mean-squared error
(ReIMSE), i.e., we divide each pixel’s squared error by the squared
reference value and then average those ratios:

RelMSE = Z 1P: — A

, 14
N&E e (14)

with P; and P; being the pixel estimate and reference value respec-
tively. For numerical stability, we use an offset € = 0.01. For ro-
bustness against outliers, the 0.001% of pixels with highest error
(around 10 at our resolution of 1280 x 720) are ignored in the sum
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VCM EAMIS Ours OursAdaptive

Baseline  107% 56% 85%
Baseline 67% 56% 61%

Ist. Iteration
nth. Iteration

Table 1: Cost relative to the baseline for the first-iteration and
follow-up iterations. The training of EAMIS and OursAdaptive
happens only in the first iteration, making the first iteration more
expensive. The baseline and Ours have no training hence the first
and follow-up iterations share the same number. The time measured
includes performance gain due to rejecting merges and connec-
tions. Consequently, Ours is faster than the baseline, even while
they share most of the same code. OursAdaptive does reject con-
nections but not merges in the first iteration, as it trains for them.
EAMIS does neither reject connections nor merges in the first iter-
ation.

(this is only applied to full-image errors, not the zoom-ins). Other
error metrics can be found in the supplemental materials.

We compare against two baselines: an unidirectional path tracer
with next event estimation, and VCM with all merges and con-
nections enabled and four connections at each camera path ver-
tex. Section 4.4 discusses different numbers of connections. All
our VCM results, unless explicitly noted otherwise, use correlation-
aware MIS weights. We also compare to the per-pixel binary opti-
mization from efficiency-aware MIS (EAMIS) [GYGS22]. Based
on filtered second moment estimates from the first iteration, these
are used to enable or disable connections or merges in a pixel.
Their global optimizations (number of light paths, number of con-
nections) are orthogonal; we leave them out to keep the evaluation
focused.

4.1. Overhead

Our heuristic requires only a few multiplications, and a comparison
based on readily available quantities. Hence, it does not introduce
measurable overhead and only reduces the time per rendering iter-
ation. This is not the case when used adaptively (see Section 3.4)
or for the alternative EAMIS approach. For these, the first iteration,
due to statistics accumulation and filtering, incurs additional cost.
Table 1 quantifies this via the average cost of the first iteration and
all other iterations, relative to the VCM baseline.

Compared to the purely data-driven EAMIS approach, our
method yields a significantly shorter time-to-first-image. Even with
our adaptive usage scheme, the overhead is still smaller, as the
pixel-variance computation is much less involved than the moment-
prediction scheme used by EAMIS. This could be appealing for
progressive rendering applications. In later iterations, all three vari-
ants yield significant cost reduction compared to baseline VCM by
skipping a substantial number of costly merge and connection op-
erations.

4.2. Equal-sample performance

Ideally, disabling techniques should always result in worse equal-
sample performance. However, due to MIS, this is not the case

as shown in Figure 7. The balance heuristic performs particularly
poorly for the VCM algorithm [GGSK19; GGS21]. By disabling
problematic techniques, we hence improve the equal-sample per-
formance. Specifically, we aggressively remove techniques where
the camera prefix could have high variance. Those are precisely
the techniques that cause correlation-related MIS weighting issues
[GGS21]. Indeed, for the same hyperparameter values, our heuris-
tic is a lower-bound of the correlation-aware MIS weights. Because
of this, we also do not need to apply correlation-aware MIS weight-
ing in our integrator, further simplifying the implementation.

4.3. Equal-time performance

Figure 10 plots the equal-time error on ten representative test
scenes. Figures 8 and 9 show the corresponding renderings for se-
lect scenes. The full set of results and HDR images can be found in
the supplemental materials.

Depending on the scene, our method is generally either similar
to or significantly better than baseline VCM. The fact that we can
adapt per-vertex rather than per-pixel, and that we don’t rely on
noisy statistics gives us an edge over EAMIS, for example in the
BOOKSHELF (too coarse) and LIVINGROOMV CM (noise) scenes.

Worst-case performance occurs with long paths across moder-
ately glossy surfaces. We modeled the DRAGONINICE to provoke
this issue. There, our heuristic disables some beneficial merging
operations after glossy interactions. Adaptive use via variance esti-
mation resolves most of this issue. An alternative could be to tune
the hyperparameter S, and allow more merges in this scene.

Also, there are scenes like DININGROOM, where all bidirec-
tional sampling is wasted. Since our heuristic only disables the
merge and connect operations, not the tracing of light paths, we
cannot rival the unidirectional path tracer there. This could be ad-
dressed via orthogonal prior work to adapt the number of light paths
[GYGS22].

4.4. Ablation: Number of connections

With a vertex cache approach [DKHS14a] we are free to choose
the number of connections c¢ to be performed at each camera path
vertex. Our heuristic performs well independently of this number.
Table 2 summarizes the speed-up due to our heuristic with different
numbers of connections c. Our heuristic is beneficial for all values.
The more connections we perform, the bigger the speed-up due to
our heuristic. This is unsurprising, since a larger c implies a larger
cost-savings potential for our heuristic. In all our evaluations we
use ¢ =4 since this is closest to the number of connections a classic
bidirectional path tracer — without vertex caching — would perform
in our scenes.

5. Limitations and future work

As discussed in Section 3.4, for long paths via medium rough sur-
faces (neither diffuse nor highly glossy) our heuristic tends to be
too aggressive. Adaptive use via variance estimates fixes this prob-
lem but introduces a training step which we would like to avoid
in the future as it violates our original motivation and introduces
non-negligible overhead for extremely short (< 10s) renderings.

© 2025 The Author(s).
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BOOKSHELF

INDIRECTROOM

ROUGHGLASSESINDIRECT

VEACHBIDIR

Reference PT VCM

EAMIS Ours OursAdaptive

E N
ReIMSE
SPP

0.13 (1.7x)
24

ReIMSE 0.1X) 0.03 (1.0x) 0.03 (1.1x) )2 (1.9%)

0,

2.03 (0.0x) 0.03 (1.0x) 0.02 (1.1x) 0.06 (0.4x)

RelMSE 1.30 (0.0x) 0.06 (1.0x) 0.05 (1.2x) 0.03 (1.9%)
SPP 198 16 21 33

0.03 (1.7x)
30

(120X,

0.65 (0.0x)
RelMSE 0.18 (0.2x)
266

0.01 (1.0x) [ 9.20¢:03 (1.2x)
0.02 (1.1x)
34

0.02 (0.6x)
0.02 (1.3%)
36

0.01 (0.9%)
0.02 (1.3x)
35

RelMSE!(crop) 1.08 (010 004 (1.0 0:02}(2:2%) 0:017(355%) 01015352

RelMSE 0.26 (0.1x) 0.02 (1.0x) 8.91e-03 (2.7x)  5.86e-03 (4.2x)  6.69e-03 (3.7x)
SPP 360 17 25 35 32

Figure 8: Equal-time (30s) comparisons. Our heuristic is most impactful in scenes featuring multi-bounce indirect illumination and long
paths — because these have the highest number of vertices where computation is wasted by the baseline. However, performance on paths
involving moderately glossy surfaces (BOOKSHELF, fop row, and ROUGHGLASSESINDIRECT) can drop below the baseline. Adaptive use
via variance estimates (rightmost column) can rectify this but adds implementation complexity and first-iteration overhead.
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Reference

VCM EAMIS Ours OursAdaptive

ReIMSE (crop) [ 2:94e-04 (3.9x) 1.13e-03 (1.0x) f§ 7.30e-04 (1:6x) § 6.11e-04 (1.9x) § 6.92¢-04 (1.6X)

4
1:64e-031(2.4x) | 3:89¢-03{(1.0x)
8.06e-04 (3.1x)  2.47e-03 (1.0x)
141 32

2:40e-03:(1.6x)
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53

il 0%
2.92 (0.7x)
16

RelMSE 2.52 (0.8x)
SPP 132

DRAGONINICE T004(L0x) 193 (LIx) 238 (0.9%)
13 14 15

Figure 9: Equal-time (30s) results for the worst-case scenes we found. The DININGROOM is best rendered unidirectionally, any bidirectional

samples are wasted. Our method improves matters there, but since we don’t avoid tracing light paths we cannot rival the performance of

unidirectional path tracing. The DRAGONINICE is modeled to exacerbate issues with long, moderately glossy paths.

BOOKSHELF DININGROOM DRAGONINICE LAMPCAUSTICNOSHADE LIVINGROOMVCM
3 g ] K
m 3 E ] ]
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I '3 = \\ :
0.1 g o~ 3 3
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ROUGHGLASSESINDIRECT RGBSOFA STILLLIFE VEACHBIDIR TARGETPRACTICE
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Figure 10: Convergence plots for a representative subset of our test scenes for 120s (first two columns) and 30s (last three columns). On
average, our method performs considerably better than baseline VCM. We also outperform data-driven adaptation like EAMIS since we
do not introduce overhead in the first iteration (visible in how much sooner we generated the first image in the plot) and apply a more
fine-grained per-vertex control. In some scenes, like TARGETPRACTICE, we can even improve upon unidirectional path tracing (PT) despite
baseline VCM performing worse than PT there.
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c=1 2 4 8

BOOKSHELF 1.52x 1.57x 1.86x 1.96x
CORNELLBOX 298x 3.18x  3.23x 3.47x
ROUGHGLASSESINDIRECT  1.18x 1.31x = 1.28x 1.19x
STILLLIFE 1.09x 1.16x 1.20x 1.11x

VEACHBIDIR 3.72x 3.84x 3.96x 4.13x

Table 2: Equal-time (30s) speedup of our heuristic compared to
the VCM baseline for different numbers of connections c. In gen-
eral, the more connections, the bigger the impact of our heuris-
tic. The highlighted column corresponds to our default choice of
four connections. This approximately matches the average length
of the light paths reported over all scenes. Our choice of ¢ resem-
bles a “classic” bidirectional path tracer [VG95a] which connects
all vertices to each other.

Earlier rejection. By design, our heuristic can only skip merges
and connections after the first surface scattering event. Often, these
operations are also unnecessary at the primary hit point. We did
not find a way to skip these primary-hit techniques with only a
footprint-based approach. Future work could look into also elim-
inating these operations, either with an extended heuristic, or via a
data-driven approach.

Data-driven solutions. A core motivation of our heuristic was to
avoid data-driven solutions if at all possible. However, while data-
driven solutions struggle with noisy estimates and introduce note-
worthy overhead, they seem to also be the only way to achieve op-
timal results. Therefore, exploring lightweight yet effective data-
driven options remains an important and interesting direction for
future work. For example, one could extend the fixed-point op-
timization of prior work [RYS23; MRYS24] to support photon
mapping and vertex-cache-based connections. This encounters two
challenges: (1) The severe sample correlation of merging might
have to be accounted for. (2) VCM iterations are quite costly, so
we need the adapted sampling decisions to converge to reasonable
values as quickly as possible. For this latter quick convergence, a
combined solution with our heuristic might come in handy.

Volume rendering. We focused on the rendering of surface scat-
tering. Volumetric rendering also benefits from bidirectional sam-
pling [KGH*14]. Since volumetric paths are often even longer than
surface-based ones, a heuristic like ours should benefit volumet-
ric rendering even more. To extend our idea to volumes, the foot-
print metric will have to be adapted or redesigned. In the context
of volumetric rendering, even more sampling techniques are avail-
able [KGH*14]. So a more fine-grained heuristic, e.g., disabling
only point-based but not beam-based techniques, might offer fur-
ther benefits.

6. Conclusion

We propose an easy-to-compute, renderer-agnostic heuristic to im-
prove the efficiency of bidirectional rendering algorithms by skip-
ping unnecessary connection and merging operations. We show that
a simple footprint-based heuristic can be used to this end, with

© 2025 The Author(s).
Proceedings published by Eurographics - The European Association for Computer Graphics.

no precomputation or statistics gathering required. While not op-
timal, our heuristic yields significant improvements over the base-
line in many cases and comes closest to consistently outperforming
unidirectional path tracing. If consistent improvements over base-
line VCM are desired, we show that a simple variance estimation
scheme can be employed to adaptively use our heuristic and achieve
that goal, too. We consider our heuristic a promising ingredient to-
wards making bidirectional algorithms competitive with unidirec-
tional path tracing as a default choice for the rendering algorithm.
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Appendix A: Using other footprint measures

Various footprint approximations have been proposed in prior
work and used for multiple purposes. For example, some radiance
caching methods [MRNK21; MMK*21] have adopted a footprint
metric designed to control the photon mapping kernel [BSC*03]
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Figure 11: Equal-sample (8 spp) comparison of our local footprint
and the path footprint based on [BSC*03]. Both approaches pro-
duce a similar result, while ours is easier to compute and does not
require a provably costly square root for computation. Additionally,
we show the number of merges as a normalized AOV to illustrate
the similarity.

and reported good results. This footprint formulation reads:

||x1 —xol|*
— 1
4o 4mcos 0 (13
) 2
4 1
ai = Z — |, (16)

i=2\/p(xj—1 = x;)

where a; is the footprint at the ith vertex. This metric was used
in the context of radiance caching to terminate paths when a; >
¢ - agp, for a hyperparameter ¢ = 0.01. This usage of footprints is
conceptually different from our heuristic: They decide when to use
the cached quantities, while we decide when to stop using costly
techniques.

This footprint measure is mathematically quite similar to ours.
The first difference is that they include the cosine at the first hit. We
found that this causes issues on surfaces seen at a grazing angle and
hence do not include it. The second difference is that they compute
a global, full-path footprint by summing over the reciprocal square-
roots of the surface area PDFs. We instead compute a simpler local
footprint and propagate the termination decision along the path.

Figure 11 compares the average number of merge operations in
each pixel with our local footprint and when replacing it by the
above, full-path footprint. Results are very similar, except that the
full-path version is slightly more aggressive, which is undesirable.

Beyond that, our local formulation is also easier to include in
MIS weight computations, especially when the weights are com-
puted in an incremental fashion [Geol2].
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